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Motivation / Problem Statement VDE TG

« With the uncoupled approach of network control using SDN, numerous studies propose optimization
strategies to solve the Controller Placement Problem (CPP) in IP networks [1].

« However, the control plane design extends beyond the CPP problem and includes the interconnections
between the data plane devices and the controllers.
» The control traffic is also often overlooked even for IP networks.
— Mainly due to the lack of approaches for control plane traffic modelling.
—The study in [2] is one of the few rare studies that solves the CPP problem to minimize control traffic
for OpenDaylight-based cluster of controllers.

I.  Model the control traffic for optical networks [3] —that is derived from the characterization of the
signalling procedures for lightpath setup and termination in a fully-disaggregated testbed with
OpenROADM devices.

ii. Propose an algorithm that applies this traffic model for the design of the control plane in optical systems
controlled by a monolithic controller.
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> Given a network that consists of nodes - e.g. Network Management System
ROADMSs, fibre links, and a centralized controller, T-SDN Controller

the nodes are connected via control plane
interfaces to the controller.
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» Control plane interfaces are installed only on a set
of nodes, denoted as direct nodes. ‘

» Remaining nodes utilize the fibre links, hence
denoted as indirect nodes.

=
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> Further consideration of in-fibre and out-of-band
control network.

» Challenges:-

1. Determining the number and placement
of control plane interfaces - the definition of
the direct nodes.

Control plane

2. Optimization of the routing of the interfaces

control traffic between indirect and direct
nodes. Example optical transport network architecture with T-SDN controller
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« Objective: Minimize the cost of the control plane network.
» Considerations: Reliability constraints against single node and/or link failures.

Overall cost of the interfaces required to connect the

Cost of the controller to the direct nodes of the network- C,
control plane
network
Ccp Capacity costs of the fibre links incurred to carry control

traffic between the indirect and direct nodes C;
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)Input: m = |N| ———— 1 : Number of direct nodes
N : Set of nodes in a network

Output:

« M: Set of m direct nodes
No « O: Set of indirect nodes
*  Minimum C¢p with the optimized routing
paths
Yes

Calculate €. and Total
Costs
Cep=Cc+ C,

No Apply ILP to find optimum set of
direct nodes M, and optimize
routing with minimum C;

v

Calculate C; and Total : = Yes
CHafe Co_nS|der Cép as
Ch = C, optimum solution
v
No
< m=m-—1 < v
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TABLE 1
DEFINITION OF PARAMETERS AND SETS
S C, = S; h(n) 5Py Notation | Definition
minimize L e n e Hp ne€N Node n where N is the set of nodes
eeE  neN PEP(n) eec FE Fibre link e, where F is the set of fibre links
biect t Path p from the set of all feasible paths between
subject to p € P(n) | node n and all direct nodes, Vn € N
Bandwidth of the control traffic flow between node n
. n _ 1—x , h(n) and the controller
CL 2 [lp nn( n) VneN €e Unit capacity cost of link e € E
peEP(n) m Number of direct nodes, where 2 < m < [N]|
B Binary: 1 if path p € P(n) contains link e,
C2: z ﬂn < X5 , Vn,neN; oF 0 otherwise
' _ p + 7 Positive integer: Diversity factor that defines the number
pPEP(n—N) nrn Wi of paths over which the flow h(n) is split
p .
ca > Supsi-x, o YneEN;
pEP(N) e€e€FE TABLE II
DEFINITION OF DECISION VARIABLES
CA4. Z Xn =M Notation | Definition
nenN T Binary: 1 if path p € P(n) is selected, 0 otherwise
T Binary: 1 if node n € N is a direct node, 0 otherwise
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calculating h(n).
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» Arrival rate of approx. 0.17 optical
connections per second at each
node, and an average holding
time of 600 seconds.
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Control Network costs (Ccp) [cu]

« Unit capacity cost of each fibre link: Humiber ofclireet nedes fmi)
58 == 1 COSt UnltS (Cu) s004 Minimum Controller-node Cost (min(Ccp))

Controller-node Costs (Ccp)
—— Capacity Costs (C;)
—— Interface costs (C¢): a=0.5

c Cc=a-Ypenh(n) -m-kcu

» 0 < a < 1represents the
capability of the control interface
to sustain the control traffic load
from all nodes.
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» k is the unit capacity cost, and is
definedas k =1 cu

- DIVERSITY_FACTOR: 71, = 2.

Controller-node network costs [cu]
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Scalabllity of the Cost of the Control Network
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» This paper presents a novel optimization algorithm to determine an optimal control plane
network design in the context of optical transport networks.

» The objective of this algorithm is to optimise the cost of the control network considering two
types of costs- namely, link capacity costs (C;) and interface costs (C,).

« The algorithm solves the definition of the number and placement of control plane interfaces as
well as the routing of control traffic.

» The study revealed the impact of C; and C. on the cost of the control network.

« The impact of factors such as the control traffic load and the capacity of the interfaces on the
optimum solutions have been further evaluated.

« Extension of this algorithm to evaluate design of the control plane implementing distributed
SDN control can be part of our future work.

5/12/2023
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